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Abstract
Objective: Topropose anoptimization approach in recovering of the corrupted
tensors in the high dimensional real time data. Methods: The recovering
of corrupted tensors is performed by low-rank tensor completion methods.
The tensor decomposition methods are used in tensor completion methods.
These Tensor decomposition methods; candecomp / parafac (CP), tucker and
higher-order Singular Value Decomposition (HoSVD) are used to minimize the
rank of a tensor data. The limitations are in finding the rank of a tensor.
Findings: The recovered data using the lifting transform induced tensor-
Singular Value Decomposition (t-SVD) technique were assessed utilizing the
Peak Signal to Noise Ratio (PSNR), Structural Similarity (SSIM), Naturalness
Image Quality Evaluator (NIQE), and Perceptual Image Quality Evaluator (PIQE).
When compared to state-of-the-art approaches, the low rank assumption
condition with the lifting transform consideration gave good data recovery for
everymissing ratio.Novelty: Themissing data is calculated by lifting polyphase
structures by utilizing the available data. The polyphase structures are splitting
the value into equivalentmultiple triangularmatrices, these are processedwith
the t-SVD to have the better approximation tensor rank.
Keywords: Tensor Completion; Transformbased Optimization; 5/3 Lifting
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